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ABSTRACT

It is well known that super-efficiency data envelopment analysis (DEA) approach can be infeasible under the condition of variable returns to scale (VRS). By extending the work of Chen (2005), the current study develops a two-stage process for calculating super-efficiency scores regardless whether the standard VRS super-efficiency DEA model is feasible or not. The proposed approach examines whether the standard VRS super-efficiency DEA model is feasible. When the model is feasible, our approach yields super-efficiency scores that are identical to those arising from the original model. For efficient DMUs that are infeasible under the standard VRS super-efficiency model, our approach yields super-efficiency scores that characterize input savings and/or output surpluses. The current study also shows that infeasibility may imply that an efficient DMU does not exhibit super-efficiency in inputs or outputs. When infeasibility occurs, it can be necessary that (i) both inputs and outputs be decreased to reach the frontier formed by the remaining DMUs under the input-orientation and (ii) both inputs and outputs be increased to reach the frontier formed by the remaining DMUs under the output-orientation. The newly developed approach is illustrated with numerical examples.

1. Introduction

Data envelopment analysis (DEA) measures the relative efficiencies of peer decision making units (DMUs) that have multiple input and outputs. DMUs that receive a score of unity are deemed as on the DEA (best-practice) frontier. To break the tie of efficient DMUs, the CCR model of Charnes et al. (1978) is modified by Andersen and Petersen (1993). This modified CCR model is called super-efficiency model where a DMU under evaluation is excluded from the reference set. For inefficient DMUs, the super-efficiency model yields the identical standard DEA score. However, for efficient DMUs, super-efficiency scores are not less than one under the assumption of input-orientation, for example.

The CCR model is under the condition of constant returns to scale (CRS). While the super-efficiency model under CRS does not suffer the problem of infeasibility, the super-efficiency model under the condition of variable returns to scale (VRS) can be infeasible. Seiford and Zhu (1999) provide the necessary and sufficient conditions for infeasibility of super-efficiency models, and further show that infeasibility must occur in the case of the variable returns to scale (VRS) super-efficiency model.

A number of studies have tried to solve the problem of VRS super-efficiency model’s infeasibility. Lovell and Rouse (2003) suggest using a user-defined scaling factor to make the VRS super-efficiency model feasible. Yet, as indicated in Cook et al. (2009), it is possible that Lovell and Rouse’s (2003) approach assigns the user-defined scaling factor as the super-efficiency score for all DMUs having infeasible solutions. Cook et al. (2009) develop a modified VRS super-efficiency model for efficient DMUs that are infeasible under the standard VRS super-efficiency model. Cook et al. (2009) further define a super-efficiency score with respect to both input and output super-efficiencies.

In fact, as pointed out by Chen (2005), one needs to use both input- and output-oriented super-efficiency models to fully characterize the super-efficiency when infeasibility occurs. Chen (2005) further suggests that one should integrate the input and output super-efficiency scores by solving both the input- and output-oriented VRS super-efficiency models.

The current study extends the work of Chen (2005) by proposing a two-stage super-efficiency calculation. We find that the infeasibility of input-oriented super-efficiency occurs when the outputs of the evaluated DMU is outside the production possibility set spanned by the outputs of the remaining DMUs and the infeasibility of output-oriented super-efficiency occurs when the inputs of the evaluated DMU is outside the production possibility set spanned by the inputs of the remaining DMUs. As indicated in Seiford and Zhu (1999) and Chen (2005), infeasibility in the input-oriented super-efficiency can indicate that a particular efficient DMU under evaluation exhibits super-efficiency performance only in outputs. Infeasibility in the output-oriented super-efficiency can indicate that a particular efficient DMU under evaluation exhibits super-efficiency performance only in inputs. Chen (2005) points out that super-efficiency can be regarded as input saving/output surplus.
achieved by an efficient DMU. Therefore, in the first stage, the current study seeks to simultaneously test whether a VRS super-efficiency model is infeasible, and detect output surpluses (input savings) when infeasibility occurs in the input-oriented (output-oriented) VRS super-efficiency model. Then, in a second stage calculation, a modified VRS super-efficiency model is proposed to calculate the super-efficiency for all the efficient DMUs.

If super-efficiency only exists in inputs (or outputs), then our modified output-oriented (or input-oriented) super-efficiency model may actually indicates inefficient performance. In other words, infeasibility may imply inefficient performance. This is consistent with the findings in Chen (2005) and Cook et al. (2009).

Like the approach in Cook et al. (2009), when infeasibility occurs, our approach may require that (i) both inputs and outputs be decreased to reach the frontier formed by the remaining DMUs under the input-orientation and (ii) both inputs and outputs be increased to reach the frontier formed by the remaining DMUs under the output-orientation.

The proposed new model provides VRS super-efficiency scores that are equivalent to those arising from the VRS super-efficiency model when feasibility is present. When the VRS super-efficiency model is infeasible, our new model determines a referent (benchmark) DMU formed by the remaining DMUs and yields a score that characterizes the super-efficiency in inputs and outputs. We also show that the referent DMU is on the frontier formed by the remaining DMUs. The current paper proposes ways to fully integrate input and output super-efficiencies when infeasibility presents. This extends the results of Cook et al. (2009).

The rest of the paper is organized as follows. Section 2 presents preliminaries for developing the new approach. Section 3 develops our super-efficiency DEA approach in the presence of infeasibility. Section 4 applies the newly developed approach to data on the 20 largest Japanese companies and 15 US cities that are used in Chen (2004) and Cook et al. (2009). We further demonstrate how our new proposed approach works and what infeasibility implies. Conclusions are presented in Section 5.

2. Preliminaries

Suppose we have a set of n DMUs, \( \{DMU_j : j = 1, 2, \ldots, n\} \). Let \((x^j, y^j)\) denote the input and output vectors of the kth DMU. The ith input of the kth DMU is denoted as \( x^i_k \) and the rth output of the kth DMU is denoted as \( y^r_k \).

Arranging the data sets in matrices \( X = (x^j) \) and \( Y = (y^j) \) (\( j = 1, \ldots, n \)), the production possibility set spanned by \((X,Y)\) with VRS can be written as \( PPS(X,Y) = \{ (x,y): x \in X, \; y \in Y, \; y \geq y^0 \} \), where \( y^0 \) denotes a row vector in which all elements are equal to 1. Without loss of generality, we shall denote a production possibility set by the capital \( P \) throughout the paper. As indicated in the conventional definition of the production possibility set, \((x,y) \in P \) means that \( x \) can produce \( y \).

**Definition 1.** Production possibility set of input spanned by \( X \) with VRS is \( PPS(X) = \{(x) : x \in X, \; x_i \geq x^0_i \} \).**

**Definition 2.** Production possibility set of output spanned by \( Y \) with VRS is \( PPS(Y) = \{(y) : y \in Y, \; y_j \geq y^0_j \} \).

**Definition 3.** The input production set that dominates \( x^k \) is denoted as \( DN(x^k) = \{(x) : x \leq x^k \} \).

**Definition 4.** The output production set that dominates \( y^k \) is denoted as \( DN(y^k) = \{(y) : y \geq y^k \} \).

**Definition 5.** (Domination). A point \( p = (x,y) \) dominates \( q = (x',y') \) if \( x \leq x' \) and \( y \geq y' \). A point \( p = (x,y) \) strictly dominates \( q = (x',y') \) if \( x < x' \) and \( y > y' \). A point \( p = (x,y) \) semi-strictly dominates \( q = (x',y') \) if \( p = (x,y) \) dominates \( q = (x',y') \) and \( p \neq q \).

**Definition 6.** (Non-domination). A point \( p = (x,y) \) is a non-dominated point in \( P \) if there is no point \( p' = (x',y') \) in \( P \) such that \( p \neq p' \) and \( p' \) dominates \( p \).

**Definition 7.** (Pareto y-highest). A point \( p = (x,y) \) is said to be Pareto y-highest in \( P \) if there is no point \( p' = (x',y') \) in \( P \) other than \( p = (x,y) \) such that \( y \leq y' \) and \( y 
eq y' \).

That a point \( p = (x,y) \) in \( P \) is said to be Pareto y-highest implies that some of the y-coordinates of \( p = (x,y) \) are largest in comparison with the points in \( P \).

**Definition 8.** (Pareto x-lowest). A point \( p = (x,y) \) is said to be Pareto x-lowest in \( P \) if there is no point \( p' = (x',y') \) in \( P \) other than \( p = (x,y) \) such that \( x \geq x' \) and \( x 
eq x' \).

That a point \( p = (x,y) \) in \( P \) is said to be Pareto x-lowest implies that some of the x-coordinates of \( p = (x,y) \) are lowest in comparison with the other points in \( P \).

3. Super-efficiency DEA in the presence of infeasibility

The input-oriented VRS super-efficiency model for efficient \( DMU_k \) can be expressed as

\[
\begin{align*}
\text{min} & \quad \theta \\
\text{s.t.} & \quad \sum_{j=1}^{n} \lambda_j x^i_j \leq \theta x^i_k, \quad i = 1, 2, \ldots, m \\
& \quad \sum_{j=1}^{n} \lambda_j y^r_j \geq y^r_k, \quad r = 1, 2, \ldots, s \\
& \quad \sum_{j=1}^{n} \lambda_j = 1 \\
& \quad \lambda_j \geq 0, \quad j \neq k
\end{align*}
\]

It is obvious that (1) is infeasible when \( y^k \notin PPS(Y) \) where \( Y = (y^j) \) (\( j = 1, \ldots, n, j \neq k \)). Chen (2005) points out that if model (1) is feasible, then the optimal \( \theta^* \) represents the input saving of \( DMU_k \) compared to the frontier formed by the remaining DMUs. Seiford and Zhu (1999) and Chen (2005) further point out that infeasibility of model (1) may be due to the fact that the DMU under evaluation does not exhibit input saving and only exhibit output super-efficiency, or output surplus. We therefore consider the following linear programming problem which seeks to determine potential surpluses in individual outputs.

\[
\begin{align*}
\text{min} & \quad \sum_{i=1}^{n} s_i \\
\text{s.t.} & \quad \sum_{j=1}^{n} \lambda_j y^i_j + s_i y^i_k \geq y^i_k, \quad r = 1, 2, \ldots, s \\
& \quad \sum_{j=1}^{n} \lambda_j = 1 \\
& \quad \lambda_j \geq 0, \quad j \neq k \\
& \quad s_i \geq 0, \quad r = 1, 2, \ldots, s
\end{align*}
\]
We note that model (2) is similar to the Seiford and Zhu’s (1999) model for testing infeasibility. Our model (2) can be viewed as a slack-based and units invariant version of Seiford and Zhu’s (1999) radial model. The SMB proposed by Tone (2001) is similar to Russell measure (1985, 1988) in that both deal with slacks and give an efficiency measure between 0 and 1. Fukuyama and Weber (2009) proposed a directional slacks-based measure of technical inefficiency with the intention to generalize some of the existing slacks-based measures of inefficiency. Based on the notion of the range of possible improvement, Portela et al. (2004) proposed the range directional model which is translation invariant and units invariant.

Theorem 1. Let \( (s_1', \ldots, s_n') \) denote a set of optimal solution in (2). Then model (1) is feasible if and only if \( s_i' = 0 \) for \( r = 1, \ldots, s \).

Proof. Let \( (s_1', \ldots, s_n', s_1, \ldots, s_s) \) be a set of optimal solution in model (2). If \( s_i' = 0 \) for \( r = 1, \ldots, s \), there exists \( \hat{\theta} \) such that

\[
\sum_{j=1}^{n} \hat{\theta} x_{ij}^k \leq \theta x_{ij}^k \quad i = 1, 2, \ldots, m
\]

\[
\sum_{j=1}^{n} \hat{\theta} y_{ij}^k \geq y_{ij}^k \quad r = 1, 2, \ldots, s
\]

\[
\sum_{j=1}^{n} \hat{\theta} j = 1
\]

\[
\hat{\theta} \geq 0, \quad j \neq k
\]

Hence model (1) has feasible solution. If model (1) is feasible, we have one solution \( (\hat{\theta}', \hat{s}_1', \ldots, \hat{s}_n') \) such that

\[
\sum_{j=1}^{n} \hat{\theta}' x_{ij}^k \leq \theta x_{ij}^k \quad i = 1, 2, \ldots, m
\]

\[
\sum_{j=1}^{n} \hat{\theta}' y_{ij}^k \geq y_{ij}^k \quad r = 1, 2, \ldots, s
\]

\[
\sum_{j=1}^{n} \hat{\theta}' j = 1
\]

\[
\hat{\theta}' \geq 0, \quad j \neq k
\]

Therefore, \( s_i' = 0 \) for \( r = 1, \ldots, s \) are in the optimal solution of (2). □

Theorem 1 indicates that the input-oriented VRS super-efficiency model is infeasible if and only if there exists some \( s_i' > 0 \). Note that these \( s_i' > 0 \) are not the output slacks in the standard DEA approach, but represent the output surpluses in DMUs compared to the frontier formed by the rest of DMUs.

We then establish the following modified VRS super-efficiency model which is unit invariant.

\[
\begin{array}{ll}
\min \hat{\theta} & \\
\text{s.t.} & \sum_{j=1}^{n} \hat{\theta} x_{ij}^k \leq \theta x_{ij}^k \quad i = 1, 2, \ldots, m \\
& \sum_{j=1}^{n} \hat{\theta} y_{ij}^k + s_i y_i^k \geq y_i^k \quad r = 1, 2, \ldots, s \\
& \sum_{j=1}^{n} \hat{\theta} j = 1 \\
& \hat{\theta} \geq 0, \quad j \neq k
\end{array}
\]

where \( (x_1', \ldots, x_n') \) are optimal solutions in model (2). Let \( \theta^* \) be the optimal solution of (3) and \( \theta^0 \) be the optimal solution of (1). If model (1) is feasible, then obviously \( \theta^0 = \theta^* \), indicating that model (3) yields the identical super-efficiency score when model (1) is feasible.

We next show that projection or benchmark for DMUs is always on the frontier of the remaining DMUs, and unlike model (1), model (3) is always feasible.

Theorem 2. The DEA projection or benchmark based upon model (3) is either (i) a Pareto x-lowest non-dominated point in \( \{ (x,y) | (x,y) \in PPS(X,Y) \} \) or (ii) a Pareto y-highest non-dominated point in \( PPS(X,Y) \) if \( y^k \notin PPS(Y), \) where \( X = (x^k) \) and \( Y = (y^k) \).

Proof. (i) Since \( y^k \notin PPS(Y) \), model (1) is feasible. Based upon Theorem 1, if (1) is feasible, then \( s_i' = 0 \) for \( r = 1, \ldots, s \) in (2). Hence (3) is equivalent to (1).

The projection \( (x^k, y^k) \) of \( (x^k, y^k) \) can be obtained via model (1) as \( x^k = \sum_{j=1}^{n} \hat{\theta} x_{ij}^k \) and \( y^k = \sum_{j=1}^{n} \hat{\theta} y_{ij}^k \). It is obvious that \( y^k \geq y^k \) and \( (x^k, y^k) \in PPS(X,Y) \). Let \( P = \{ (x,y) | (x,y) \in PPS(X,Y) \} \) and \( y^k \). Then \( (x^k, y^k) \) is a Pareto x-lowest non-dominated point in P.

If \( (x^k, y^k) \) is not a non-dominated point in P, there exists a point \( (x', y') \) in P such that \( (x', y') \) dominates \( (x^k, y^k) \), indicating that \( \theta^0 \) is not the best solution. Therefore, \( (x^k, y^k) \) is a non-dominated point in P.

Moreover, \( (x^k, y^k) \) is a x-lowest point in P. If \( (x^k, y^k) \) is not a x-lowest point in P, there exists a point \( (x', y') \in P \) such that \( x' > x^k \) and \( x' \neq x^k \), indicating that \( (x', y') \) is a non-dominated point in P and \( \theta^0 \) is not the optimal solution. Therefore, \( (x^k, y^k) \) is a x-lowest point in P.

(ii) Let \( \hat{\theta} \) be the optimal solution of (3) and \( s_i' > 0 \) the optimal solutions of (2). Since \( y^k \notin PPS(Y) \), there exist some \( s_i' > 0 \). The projection of \( (x^k, y^k) \) can be identified by solving the following model:

\[
\begin{array}{ll}
\max \sum_{i=1}^{m} s_i^k + \sum_{j=1}^{n} s_i^j & \\
\text{s.t.} & \sum_{j=1}^{n} \hat{\theta} x_{ij}^k + s_i x_i^k = \theta^0 x_i^k \quad i = 1, 2, \ldots, m \\
& \sum_{j=1}^{n} \hat{\theta} y_{ij}^k - s_i y_i^k + \sum_{j=1}^{n} \hat{\theta} y_{ij}^k = y_i^k \quad r = 1, 2, \ldots, s \\
& \sum_{j=1}^{n} \hat{\theta} j = 1 \\
& \hat{\theta} \geq 0, \quad j \neq k
\end{array}
\]

Then the projection of \( (x^k, y^k) \) is \( (x^k, y^k) \) where \( x_i^k = \sum_{j=1}^{n} \hat{\theta} x_{ij}^k \) and \( y_i^k = \sum_{j=1}^{n} \hat{\theta} y_{ij}^k \). It is obvious that \( (x^k, y^k) \in PPS(X,Y) \). If \( (x^k, y^k) \) is not a non-dominated point in \( PPS(X,Y) \), there exists a point \( (x', y') \in PPS(X,Y) \) such that \( (x', y') \) dominates \( (x^k, y^k) \), indicating that either \( s_i' > 0 \) for \( r = 1, \ldots, s \) or \( \hat{\theta} \) is not the optimal solution. Therefore, \( (x^k, y^k) \) is a non-dominated point in \( PPS(X,Y) \). Since \( s_i' > 0 \), we have \( s_i' = 0 \). Assume there is a point \( (x', y') \in PPS(X,Y) \) such that \( y_i' > y_i^k \), indicating that \( s_i' > 0 \), a contradiction. Therefore, \( (x', y') \) does not exist, and \( (x^k, y^k) \) is a y-highest point in \( PPS(X,Y) \). □
Theorem 3. Model (3) is always feasible.

Proof. Let $X = (x^j) (j = 1, \ldots, n, j \neq k)$ and $Y = (y^j) (j = 1, \ldots, n, j \neq k)$.

(A) Assume that $(x^j, y^j) \in PPS(X, Y)$, which implies that

$$(x, y) \in \left\{ (x^j, y^j) \mid \sum_{j=1}^n \lambda_j x^j_i \geq x_i, \sum_{j=1}^n \lambda_j y^j_i \leq y_i, \sum_{j=1}^n \lambda_j = 1, \lambda_j \geq 0 \right\}$$

In other words, $x^j_i \geq \sum_{j=1}^n \lambda_j x^j_i$ and $y^j_i \leq \sum_{j=1}^n \lambda_j y^j_i$. Hence the model (2) is feasible and the optimal solution for (2) is $s^r = 0$ for $r = 1, \ldots, s$. Model (3) is also feasible.

(B) Assume that $(x^j, y^j) \notin PPS(X, Y)$, which implies that

$$(x, y) \notin \left\{ (x^j, y^j) \mid \sum_{j=1}^n \lambda_j x^j_i \geq x_i, \sum_{j=1}^n \lambda_j y^j_i \leq y_i, \sum_{j=1}^n \lambda_j = 1, \lambda_j \geq 0 \right\}$$

So either $\exists i: \sum_{j=1}^n \lambda_j x^j_i > x_i^j$ or $\exists i: \sum_{j=1}^n \lambda_j y^j_i < y_i^j$. Hence (2) and (3) are feasible if $\theta > 1$ when $\exists i: \sum_{j=1}^n \lambda_j x^j_i > x_i^j$ or $s^r > 0$ when $\exists i: \sum_{j=1}^n \lambda_j y^j_i < y_i^j$. \qed

One would expect that for efficient DMUs, their input-oriented super-efficiency scores should be greater than one. Such expectation is realistic for the CRS assumption. Under VRS assumption, because of the possible infeasibility, such expectation may not be met due to the fact that an efficient DMU needs to decrease both its inputs and outputs to reach the frontier formed by the rest of DMUs. To further illustrate this point, we consider a simple numerical example shown in Fig. 1 where we have three efficient DMUs, A(1,1), B(2,3) and C(4,4).

For DMU C we have infeasibility in model (1), $s^* = 1/4$ in model (2) and $\vartheta = 0.5 < 1$ in model (3). This is because DMU B is identified as its benchmark. To reach DMU B, it has to decrease its both input and output. It is reasonable to have DMU B’s super-efficiency score greater than 1 for two reasons. The first is that DMU B is efficient in the original BCC model. The second is that DMU B is outside the efficient boundary formed by remaining DMUs as shown in Fig. 1. Note that DMU B is above the horizontal dashed line. If DMU B is moving downward onto the dashed line, what should the super-efficiency score of DMU B be? In the original BCC model, a DMU should have its radial score less than 1 indicating it is inefficient. Therefore, its super-efficiency should be less than 1 if it is on the dashed line. Based on the rationale above, we want to devise a composite score so that the score of a DMU is greater than 1 if it is above the dashed line and its score will decrease when it is moving downward or rightward.

To address such an issue, we modify the super-efficiency score obtained from model (3) in the following manner.

$$\tilde{\vartheta} = \left\{ \begin{array}{ll} \sum_{j=1}^n \left( \frac{\phi_j}{\bar{s}_j} \right), & \text{if } R \neq \emptyset \\
\tilde{\vartheta}, & \text{if } R = \emptyset \end{array} \right\}$$

where $R = \{ j|s_j^r > 0 \}$ based upon model (2) and $|R|$ is the cardinality of the set $R$.

The efficiency measure consists of two parts, in which $\sum_{j=1}^n \left( \frac{\phi_j}{\bar{s}_j} \right)$ reflects how far the DMU $k$ is above the dashed efficient boundary and $\tilde{\vartheta}$ reflects the input excess if it is less than 1 or input savings if it is greater than 1. When a DMU falls in the area north of the dashed line in Fig. 1, like unit C, its efficiency of the original BCC is 1 which implies that its super efficiency should be greater than 1, which is guaranteed in our measure by $\sum_{j=1}^n \left( \frac{\phi_j}{\bar{s}_j} \right)$. If a DMU is above the dashed line and we move it to the right horizontally, its efficiency should decrease. This is reflected by $\tilde{\vartheta}$.

For DMU C, we have $\bar{s}_1 = 1.5 > 1$, as its modified input-oriented super-efficiency score. For DMU C, when the input-oriented super-efficiency model (1) is infeasible, from Fig. 1 it is clear that DMU C does not have input super-efficiency. DMU C only has super-efficiency in its output. Our above proposed modification integrates both input and output super-efficiency when infeasibility occurs. For example, in the original BCC model, the efficiency of DMU C is 1. The super efficiency of C should be at least 1. Because it is above horizontal dashed line, the super efficiency of C should be greater than 1. Since $R = \{1\}$ and $s_1^r = 1$, $\sum_{j=1}^n \left( \frac{\phi_j}{\bar{s}_j} \right) = \frac{1}{4} \leq \frac{1}{2}$ which accounts for this. Since DMU C is to the right of its benchmark B which is the same benchmark obtained by the output-oriented super efficiency model, there exists an input excess for C. This is reflected by $\tilde{\vartheta} = \frac{1}{2}$. That is, unit C can achieve more efficiency if it decreases its input (moves leftward). If unit C increases its use of inputs to infinity, $\tilde{\vartheta}$ would approach 0 and its efficiency would decrease as expected but remain greater than 1 as well because it is above the dashed line. If unit C decreases its use of inputs, $\tilde{\vartheta}$ would increase and its efficiency would increase as expected.

Our composite score is the same as the score of the model (1) if (1) is feasible and the score will be greater than 1 if (1) is infeasible, which is shown in the following theorem.

Theorem 4. $\tilde{\vartheta} = \tilde{\vartheta}$ if (1) is feasible and $\tilde{\vartheta} > 1$ if (1) is infeasible.
Proof. If (1) is feasible, the index set \( R \) would be empty according to Theorem 1. Therefore, \( \bar{\theta} = \hat{\theta} \). If (1) is infeasible, the index set \( R \) would not be empty according to Theorem 1. Hence

\[
\bar{\theta} = \frac{\sum_{i \in R} \left( \frac{x_i^k}{\bar{x}_i^k} \right)}{|R|} + \hat{\theta}; \quad \text{Since} \quad \frac{\sum_{i \in R} \left( \frac{x_i^k}{\bar{x}_i^k} \right)}{|R|} > 1, \quad \text{we have} \quad \bar{\theta} > 1. \quad \square
\]

The economic interpretation of our measure is that if a DMU moves rightward or downward, its super efficiency will decrease. So for a DMU to maintain its competitiveness, it had better to move either leftward or upward. When it moves rightward, \( \bar{\theta} \) will decrease. When it moves downward, \( \frac{\sum_{i \in R} \left( \frac{x_i^k}{\bar{x}_i^k} \right)}{|R|} \) will decrease. So \( \bar{\theta} \) will decrease when either it moves rightward or downward. Our score gives clues to a DMU when (1) is infeasible that it is outside the efficient boundary and remains competitive because some of its outputs outperform the benchmark. It may further enhance its competitiveness by increasing its outputs (moving upward) or reducing its inputs (moving leftward).

In a similar manner, we can develop our new output-oriented VRS super-efficiency model that is always feasible. The standard output-oriented VRS super-efficiency model can be expressed as

\[
\text{max } \hat{\beta} \\
\text{s.t. } \sum_{j \in k} \delta_j x_j^k \leq x_i^k, \quad i = 1, 2, \ldots, m \\
\sum_{j \in k} \delta_j y_j^k \geq \beta y_j^k, \quad r = 1, 2, \ldots, s \\
\sum_{j \in k} \delta_j = 1 \\
\delta_j \geq 0, \quad j \neq k
\]

We first solve the following linear programming problem which seeks to determine potential input savings \((\delta x_i^k)\) in the efficient DMUs compared to the frontier formed by the rest of DMUs:

\[
\text{min } \sum_{i \in 1} t_i \\
\text{s.t. } \sum_{j \in k} \delta_j x_j^k - t_i x_i^k \leq x_i^k, \quad i = 1, 2, \ldots, m \\
\sum_{j \in k} \delta_j = 1 \\
\delta_j \geq 0, \quad j \neq k \\
t_i \geq 0, \quad i = 1, 2, \ldots, m
\]

Let \( t_i \) be a set of optimal solution in model (5). Model (4) is feasible if and only if \( t_i = 0 \) for \( i = 1, \ldots, m \). We then establish the following new output-oriented VRS super-efficiency model:

\[
\text{max } \hat{\beta} \\
\text{s.t. } \sum_{j \in k} \delta_j x_j^k - t_i x_i^k \leq x_i^k, \quad i = 1, 2, \ldots, m \\
\sum_{j \in k} \delta_j y_j^k \geq \hat{\beta} y_j^k, \quad r = 1, 2, \ldots, s \\
\sum_{j \in k} \delta_j = 1 \\
\delta_j \geq 0, \quad j \neq k
\]

If model (4) is feasible, then \( \beta^* = \hat{\beta}^* \). We can also prove that model (6) is always feasible.

It is likely that when infeasibility occurs in model (4), the output-oriented super-efficiency score from model (6) is greater than one, indicating that output super-efficiency does not exist. Consider DMU A in Fig. 1.

The output oriented standard super-efficiency model (4) is infeasible for DMU A. We have \( t^* = 1 \) in model (5) and \( \beta^* = 3(>1) \) in model (6). This is because DMU A is projected onto DMU B, and DMU A has to increase both its input and output to reach DMU B. In other words, DMU A has super efficiency in input, but not output.

To address this problem, we can define a new output-oriented super-efficiency score \( \bar{\beta} \) in the following manner.

\[
\frac{1}{\bar{\beta}} = \left\{ \frac{\sum_{i \in R} \left( \frac{x_i^k}{\bar{x}_i^k} \right)}{|R|} + \frac{1}{\beta} \right. \quad \text{if } \beta \neq \phi. \\
\frac{1}{\bar{\beta}} = \frac{1}{\beta}, \quad \text{if } \beta = \phi
\]

where \( I = \{ i | t_i^* > 0 \} \) based upon model (5).

We have \( \beta = \frac{1}{2} < 1 \). In fact, we can prove

**Theorem 5.** \( \bar{\beta} = \hat{\beta}^* \text{ if (4) is feasible and } \beta^* < 1 \text{ if (4) is infeasible.} \)

4. Illustration

In this section, we apply our approach to two data sets used in Chen (2004) and Cook et al. (2009). One consists of the 20 largest Japanese companies in 1989 (see Table 1). The other consists of 15 of Fortune’s top US cities in 1996 (see Table 2).

For the Japanese companies, the DEA inputs are assets (million \$), equity (million \$) and number of employees and the DEA output is revenue (million \$). Either model (1) or model (4) indicates that 5 of them are VRS-efficient (see last two columns in Table 1). DMU1 is infeasible under input-oriented model (1) and DMU18 is infeasible under output-oriented model (4).

Model (2) shows \( s_1 x_1^k = 609.1 \) (output surplus) \( (s_1 = 0.005704) \) for DMU1 under input-orientation, indicating that model (1) is infeasible. The newly developed super-efficiency model (3) yields a score of 1.010356 for DMU1. This further indicates that although DMU1 is infeasible under model (1), DMU1 exhibits super-efficiency in both its inputs and outputs. If we apply the modified super-efficiency score to DMU1, we have \( \theta = 2.004653 \).

We now turn to the output-orientation. For DMU 18, model (5) shows \( t_1 x_1^{18} = 34736.5 (t_1 = 2.080528) \), \( t_2 x_2^{18} = 1657.7 (t_2 = 2.451856) \), and \( t_3 x_3^{18} = 2121 (t_3 = 0.58046) \) (input savings), indicating that model (4) is infeasible. Model (6) yields a score of 3.515413, indicating that DMU 18 does not have super-efficiency in its output and has super-efficiency in inputs only when infeasibility occurs. If we apply \( \beta \) to DMU 18, we get a modified output-oriented super-efficiency score of 0.334589.

The data set for the 15 US cities has three inputs, namely, high-end housing price (1,000 US \$), lower-end housing monthly rental (US \$), and number of violent crimes, and three outputs, namely, median household income (US \$), number of bachelor’s degrees (million) held by persons in the population, and number of doctors (thousand).

The last two columns of Table 2 report the super-efficiency scores from models (1) and (4). It can be seen that 10 cities are efficient. There are seven infeasibility cases. Table 3 reports the results from our proposed approach.

The results in Table 3 indicate that all cities having no feasible solutions in model (1) or (4) have super-efficiency in both inputs and outputs, as indicated by \( \bar{\theta} > 1 \) and \( \beta^* < 1 \). This conclusion is
consistent with the results in Cook et al. (2009). Table 3 also reports our modified super-efficiency scores when infeasibility occurs.

### 5. Conclusions

The current paper extends Chen (2005) and Cook et al. (2009) by providing an approach for addressing the infeasibility issue in the super-efficiency DEA models. Our approach can detect whether a VRS super-efficiency model is infeasible and the input savings (output surplus) of a particular DMU under evaluation. Our numerical examples show that infeasibility may imply that a DMU does not exhibit super-efficiency in inputs or outputs, although sometimes infeasibility indicates super-efficiency in both inputs and outputs. Our approach is closely related to Cook et al. (2009) which is designed for DMUs with infeasible solutions. Our approach is applicable to all DMUs and yields results identical to the standard VRS super-efficiency model when infeasibility does
not exist. The current study also extends Cook et al. (2009) by fully incorporating the input saving in all inputs and output surplus in all outputs.
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